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Abstract. Talking face generation is synthesizing a lip synchronized
talking face video by inputting an arbitrary face image and audio clips.
People naturally conduct spontaneous head motions to enhance their
speeches while giving talks. Head motion generation from the speech is
inherently difficult due to the nondeterministic mapping from speech to
head motions. Most existing works map speech to motion in a determin-
istic way by conditioning certain styles, leading to sub-optimal results.
In this paper, we decompose the speech motion into two complementary
parts: pose modes and rhythmic dynamics. Accordingly, we introduce a
shallow diffusion motion model (SDM) by equipping a two-stream archi-
tecture, i.e., a pose mode branch for primary posture generation, and a
rhythmic motion branch for rhythmic dynamics synthesis. On one hand,
diverse pose modes are generated by conditional sampling in a latent
space, guided by speech semantics. On the other hand, rhythmic dynam-
ics are synced with the speech prosody. Extensive experiments demon-
strate the superior performance against several baselines, in terms of
fidelity, similarity, and syncing with speech.

Keywords: Talking face · Shallow diffusion · Head motion
generation · Speech

1 Introduction

Head motion generation from the speech is to synthesize spontaneous head
motions synchronized with input speech audio. Professional speakers are experts
in utilizing such motions to effectively deliver information. This task is essential
for applications such as digital avatars and social robots [11]. Notably, with this
technique, amateur speakers can also generate their own “professional” talking
videos, by mimicking moves from professional speakers.

With the development of deep neural networks for generation-related
tasks [29,31,38,43,44], talking face can be driven by audio speech. While gen-
erating lip motions has been extensively studied in talking face generation [23],
synthesizing plausible speech head motions remains an open issue. Specifically,
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lip motions can be well matched with the input audio using a deterministic
mapping, i.e., one to one mapping from phonemes to lip shapes. However, such
models can not be trivially extended to the head, due to the highly stochastic
nature of head motions during a talk speech. Practically, the speech head motion
is highly freedom. Even if the same person gives the same speech twice in a row,
there is no guarantee that the speaker would exhibit the same head motions.
Moreover, a person usually switches poses from time to time during a long talk-
ing speech. The same speech audio does not necessarily lead to a fixed form of
motions, and different speeches may go well with the same motion sequence.

Most existing works treat head and lip motion generation in a similar way [14,
41,46], i.e., the head landmarks are directly inferred from the input audio via a
deep network. To simplify the non-deterministic mapping, some methods [15,18]
rely on a set of pre-defined postures, or condition on person-specific styles and
templates. These solutions can mimic motions of certain speakers/styles to some
degree, but they are limited in terms of motion diversity and fidelity, especially
for long talk speeches. Therefore, it is critical to developing algorithms that
model the non-deterministic mapping between speech and head motions.

Based on studies in linguistics and psychology [39], speech motion helps the
organization and presentation during speech delivery and contributes to both
semantics and intonation. Semantically, head motions contribute to the utter-
ance content. For example, some motions are conventionalized and attached to
certain linguistic properties (e.g., “nod”). These motions are widely used to
facilitate communication. In terms of intonation, the rhythmic movement that
matches the prosody of audio could attract the attention of the audience, with
the stressed syllable during speech. Moreover, proper rhythmic motions also
reflect the progress of the speech and deliver a vivid listening experience. Such
speech motion usually has no specific linguistic meaning and manifests as simple
and fast hand dynamics related to prosody.

Motivated by these studies, we consider the structure of speech motions from
a novel perspective. We introduce the concept of pose mode as the mode of the
pose distribution that speakers have for fragments of speech. Considering the
speaker’s posture in a speech video as a random vector, it follows a multi-modal
distribution in the high dimensional space. Modes in such distribution (values
with local maximal density) correspond to the habitual postures of speakers.
Our work focuses on motions in talk videos, where speakers organize a long
speech around a certain topic. Under this setting, the pose modes are mostly
habitual postures with no specific global meaning. Consequently, the structure
of speech motions can be considered as the sequential transitions of pose modes
with rhythmic dynamics under each pose mode. Therefore, the non-deterministic
mapping from speech to head motion is decomposed into two parts: a stochastic
mapping from speech semantics to pose modes, and the mapping from speech
prosody to rhythmic motion dynamics. Our contributions are summarized as
follows:

1. To address the non-deterministic mapping from speech to head motions, we
propose to decompose the motion into pose modes and rhythmic motions.



146 X. Zhang et al.

The former is stochastically generated with a shallow diffusion model, and
the latter is effectively inferred by speech prosody.

2. Extensive experiments demonstrate that our model generates plausible free-
dom motions well synced with the speech, outperforming other baselines in
terms of the fidelity, similarity, and syncing with speech.

2 Related Work

Talking face generation is a cross-modal image synthesis task, Brand et al. [2]
proposed Voice Puppetry for the generation of full facial animation from speech.
With audio-driven facial animation, it can assist animation generation and film
production. In the following paragraphs, we will overview the prior works about
the audio-driven facial animation methods, which consist of facial landmarks,
lip-sync animation, speaker-related animation, and image generation.

Facial Landmarks. A deep neural network-based facial landmarks generation is
proposed by Eskimez et al. [10]. It was used in the talking face generation and
improved speech intelligibility robust to noisy conditions. Chen et al. [5] proposed
a cascade GAN-based method to generate a talking face, instead of learning a
direct mapping between audio and image, a high-level structure of facial land-
marks is used as a middle representation. First, transfer audio to landmarks and
then generate the image conditioned on the landmarks. Greenwood et al. [13]
jointly learn full-face animation and head pose, the landmarks were used as the
image representation. In the image, each person had 62 landmarks distributed
about the face, the landmarks along with lip edges and eyes. and translation
combined.

Lip-Sync Animation. Given an arbitrary audio speech and one image of an arbi-
trary speaker, generating lip movement sync with the speech content is the lip-
sync animation task. With the increased power of GPU computation, end-to-end
learning [24,25,27,30,35] from audio to video frames have huge progress. Chen
et al. [4] proposed to train an end-to-end model with a novel correlation loss
to synchronize lip changes and speech changes, which is robust to view angels,
lip shapes, and facial texture. Song et al. [26] propose a conditional recurrent
generation network to build a temporal model for accurate lip synchronization,
it considers the temporal dependency across video frames. To boost the accu-
racy of lip synchronization, a lip-reading discriminator is added. Vougioukas et
al. [34] proposed an end-to-end method, using a static image of a speaker and an
audio speech, without relying on handcrafted intermediate features. The model is
based on a temporal GAN, that uses discriminators for the audio-visual synchro-
nization, it generates lip movements sync with the speech. The speech styles like
shouting or mumbling are related to the motion of face motion, Zhou et al. [47]
proposed a three-stage LSTM network architecture to produce animator-centric
speech motion curves, it is a real-time lip-sync from audio.
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Speaker Related Animation. Given audio of a specific person, to synthesize a
high-quality video of him speaking, replicate the sound and cadence of a person’s
voice. The speaker-related animation needs to model not only the speech content,
but also requires to model the target style how it speaks, and how it expresses
itself. Suwajanakorn et al. [28] used a recurrent neural network to learn the
mapping between audio to mouth shapes conditioned on the same person of
Obama. With the speaker-related model, it learns the texture of the lip. Cudeiro
et al. [8] proposed a model that factors identity from facial motion, conditioning
on speaker labels during training allows the model to learn different speaking
styles. Thies et al. [32] proposed method with a latent variable to model the face
of the target speaker, it learns temporal stability while rendering to generate
video frames.

Image Generation. Fǐser et al. [12] introduced a method of wrapping-based
portrait video generation, with a controllable amount of landmarks to perform
non-parametric texture synthesis. For the face image, image to image translation
is popularly used to talking face synthesis. Thies et al. [33] proposed Face2Face
to animate the facial expressions of the target speaker and re-render the output
video in a photo-realistic fashion. It shows the robust appearance of face transfer
between talking face videos. GAN-based method was proposed by Kim et al. [19],
a recurrent GAN captures the Spatio-temporal features of talking face and could
copy facial expressions from source to target speaker. A cycle-consistency loss [42]
is added to the model for the facial expression styles transfer. Zakharov et al. [40]
proposed few-shot talking face generation method, it performs meta-learning on
a large dataset. The model embeds the face landmarks into embedding vectors,
and the generator network maps the face landmarks into the output frames.

3 Method

We proposed a method called the shallow diffusion motion model (SDM) to
generate a talking face sequence according to a given speech. To this end, a
mapping from speech to face motion is required. We decomposed the talking
face into pose motion and rhythmic motion. Additionally, to address the over-
smoothing of generation of the talking face, a shallow diffusion mechanism was
proposed for the generation of the motion sequence. Correspondingly, there are
three modules for the proposed method, and the framework is shown in Fig. 1.
For the input image and the video frames, we use a pre-trained face landmark
detector [3] to do a preprocess and use the movement of the landmarks as the
motion of the talking face.

Given a speech audio S and the corresponding video frame sequence contain
the taking face F . The content encoder extracted feature on the input speech S,
the content encoder is built up by four convolutional layers. The model of SDM
is to learn the mapping between S(i) and F(i) of the ith frame. In this work,
we used mel-spectrum as the feature representation of speech S(i) and keypoint
landmarks of the human face as the representation of the visual face frame F(i).
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Fig. 1. The framework of talking face motion model with shallow diffusion model. The
whole framework consists of two branches, a speech branch for the mapping of speech
content and rhythm motions, a visual branch to learn the pose motion between frames.

To learn this mapping, we decompose the motion of talking face F(i) into two
parts:

F(i) = F (i) + F̃(i) (1)

where F (i) is content-related motion, and F̃(i) is the rhythmic related motion
of the talking face. The content-related motion can be regarded as the main
motion of the head and the rhythmic-related motion could be the dynamics of
the talking head. Finally, we use a shallow diffusion mechanism model for image
generation.

3.1 Pose Motion Generation

The pose motion contains a motion encoder and a motion decoder. The content
related pose motion conditioning on the content of the audio speech Scont and
the pose motion of the previous frame F(i−1).

F
∗
(i) = Gc(F(i−1), Scont) (2)

where the Gc represent the content related pose motion generator, and we use
the superscript ∗ for the representation of the result of the generator.

The motion encoder encodes the Frame F(i) and F(i−1) into the latent vec-
tors M(i) and M(i−1) separately. Conducting a subtraction between the neighbor
frames could get the change the motion. With the condition on speech content
to sync the motion change with the speech. The motion decoder does a recon-
struction of the previous frame F(i−1) with the motion change variable and the
latent vector M(i). The content-related motion can be formulated as a condi-
tion motion predictor. During the training phase, for each frame F(i) has fixed
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the previous frame of F(i−1), the module of the motion decoder conducts the
reconstruction of the motion of frame F(i−1) as:

M∗
(i−1) = fdec(z,M(i)) = fdec(M(i−1)) (3)

where fdec is the motion decoder, and z is the latent variable of the layer henc.
We use the the motion reconstruct to regularize the embedding space of the
motion encoder and decoder:

Lreg = ||M(i) − fdec(M(i))||+ ||M(i−1) − fdec(M(i−1))|| (4)

This forces the motion decoder to use the information of the latent variable
z.

3.2 Rhythmic Motion Generation

The rhythmic motion is changed according to the temporal domain, it is impor-
tant for the talking face to control the motion with dynamics. We generate the
rhythmic motion through the rhythmic dynamics of the prosodic information in
speech. It can keep the sync of prosody between the visual and audio.

In the control of rhythmic motion generation, we use a rhythmic generator
for the dynamics motion embedding. The rhythmic generator is mainly built
up with a convolutional network. The rhythmic motion is independent of the
motion learned from the contend related pose motion, and the loss is defined as:

Lind = ||M̃∗
(i) − M∗

(i)|| (5)

The Lind ensures the generated rhythmic motion pose M̃∗
(i) independent to

the content related motion pose M∗
(i). It helps the dynamics of motion are not

affected by the content of speech.

3.3 Shallow Diffusion Mechanism

The shallow diffusion mechanism is applied to the image animation generation.
The main module of the shallow diffusion mechanism comes from the diffusion
model [20–22]. The diffusion model contains two processes, a diffusion process to
convert the image data into a Gaussian distribution step by step, and a reverse
process to reconstruct the image data from Gaussian white noise. The pipeline
of a diffusion model is shown in Fig. 2.

Diffusion Process. Let the distribution of data F 0
(i) as p(F

0
(i)), the diffusion pro-

cess converts the F 0
(i) into FT

(i) step by step with a Markov chain with fixed
parameters. The T steps conversion can be formulated as:

q(F 1:T
(i) |F 0

(i)) =
T∏

t=1

q(FT
(i)|F

t−1
(i) ) (6)
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Fig. 2. The two processes of diffusion model. The diffusion process is from F 0
(i) to FT

(i),

the reverse process is from FT
(i) to F 0

(i).

At each step t ∈ (1, T ), a Gaussian noise multiply with a variance of α ∈
[α1, · · · ,αT ] is added to the F t−1

(i) to obtain F t
(i).

q(F t
(i)|F

t−1
(i) ) = N (F t

(i);
√
1 − αtF

t−1
(i) ,αtI) (7)

If the parameters of α are well designed, and the step T is larger enough, the
final q(FT

(i)) is equally an isotropic Gaussian distribution.

Reverse Process. The reverse process is from FT
(i) to F 0

(i), which is follow the
Markov chain with learnable parameters θ. The reverse process can be approx-
imate it with the neural networks with the parameters θ. It can be formulated
as:

pθ(F 0:T
(i) ) = p(FT

(i))
T∏

t=1

pθ(F t−1
(i) |F t

(i)) (8)

To learn the parameters θ, we optimizing the loss with stochastic gradient
descent on:

Ldiff = DKL(q(F t−1
(i) |F t

(i), F
0
(i))||pθ(F t−1

(i) |F t
(i))) (9)

where DKL() is the Kullback-Leibler divergence. Finally, with the trained net-
work, we can sample from p(FT

(i)) ∼ N (0, I) to generate the target data with the
reverse process.

When the step of T is big enough, the trajectory from F 0
(i) to Gaussian FT

(i)

and the trajectory from FT
(i) to F 0

(i) will meet in a step t. Inspired by this point,
we can use an auxiliary predictor to predict the step of t. With the step of t to
do a shallow diffusion process. And the reverse process could also start at the
predicted step of t.
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3.4 Training Losses

The reconstruct loss is applied to final reconstution of the image F ∗
i :

Lrec = ||F ∗
i − F(i)|| (10)

Overall the total loss is defined as:

Ltotal = λ1Lreg + λ2Lind + λ3Lrec (11)

where the λ1 ∼ λ3 is hyperparameters for balancing the different losses.

3.5 Testing Stage

The pipeline of talking face inference phase is followed as the function:

F ∗
(i) = G(F ∗

(i−1), S(i))

= fdenoi(fdec(fcon(S(i)), fenc(F(i−1))), frhy(S(i)), t, F(i)t)
(12)

where fdenoi is the reverse processes of diffusion, frhy is the rhythmic generator.
The final results of talking face video are a stack of the frames F ∗

(1), · · · , F ∗
(n)

with the tool of ffmpeg.

4 Experiments and Results

4.1 Experimental Setup

Datasets. We used three datasets for the experimental evaluation, it contains
VoxCeleb2 [6], LRW [7] and LRS3-TED [1]. The VoxCeleb2 contains more than
6000 celebrities and covers 1 million utterances in speech. The LRW is a large
dataset containing 1000 speakers, and each speaker spoke 500 different words.
The LRS3-TED includes face track over 400 h of videos from TED and TEDx, it
has more challenges with head movements than others. We follow the raw split
as the ratio of the dataset.

Training Details. We use the optimizer of ADAM with the learning rate of
2 × 10−4, and the β1 of 0.4, β2 of 0.999. In the traning phase, we set the loss
weight in Eq. 11 as λ1 of 5, λ2 of 2, and λ3 of 1. The experiment was conducted
on a single GPU of NVIDIA Tesla V100 with 16 GB memory.

Metrics of Evaluation. For the quantitative evaluation, we adopted several crite-
ria, it includes Frchet Inception Distance (FID) [16], which was used to quantify
the fidelity of the synthesized image, and structured similarity (SSIM) [36], it
was used to compare the similarity of the synthesized image and real images.
We use cosine similarity (CSIM) [40] to identify the speaker identity preserving
ability, which computed the cosine distance between the embedding vectors of
a face recognition network [9]. To check if the synthesized video contains sync
movement of the lip to speech content, we use Landmarks Distance (LMD) [4]
for evaluation.
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4.2 Results and Analysis

Comparision with Talking Face Methods. We first compare the proposed method
with the related works of talking face methods, we select the audio-driven
method. With given a single images and an audio to generate the video of talk-
ing face, which has been studied in Zhou et al. [45], Song et al. [26], Chung et
al. [17], Vougioukas et al. [34], Chen et al. [5], and Wiles et al. [37]. For a fair
comparison, all the methods were input with the same image and speech from
the test dataset. And we do a preprocess on the input image with the same
cropping area. The quantitative evaluation results are shown in Table 1.

Table 1. Comparisions with different audio to video methods on the three public
dataset of VoxCeleb2, LRW, and LRS3-TED. The score of FID and LMD smaller is
better, while for SSIM and CSIM bigger is better. We bold each leading score.

Method Datasets

VoxCeleb2 LRW LRS3-TED

FID SSIM CSIM LMD FID SSIM CSIM LMD FID SSIM CSIM LMD

Zhou et al. [45] 137 0.84 0.32 4.8 149 0.85 0.39 3.7 221 0.72 0.27 6.2

Song et al. [26] 163 0.78 0.27 5.6 134 0.91 0.45 3.1 204 0.62 0.28 6.5

Chung et al. [17] 159 0.79 0.29 5.4 132 0.91 0.44 3.1 212 0.58 0.32 6.7

Vougioukas et al. [34] 127 0.85 0.33 6.3 116 0.88 0.35 3.6 196 0.63 0.26 6.4

Chen et al. [5] 142 0.82 0.31 4.9 151 0.84 0.38 3.3 294 0.66 0.31 4.8

Wiles et al. [37] 117 0.65 0.31 4.8 107 0.69 0.31 3.2 172 0.57 0.28 5.6

Ours 97 0.74 0.42 3.4 102 0.76 0.49 3.1 122 0.79 0.44 3.2

Fig. 3. The ablation studies with visualization, three main modules of pose motion
generation, rhythmic motion generation, and shallow diffusion mechnism are compaired
with the full model.

Note that in the preprocess of our method, we did not include the affine
transformation, which leads to a lower score in terms of SSIM. From the results
shown in Table 1, we can see except for the SSIM score, our method could achieve
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the best performance than other related audio to video methods in most eval-
uation metrics. As shown, the proposed method outperforms other baselines,
suggesting better generation ability in relating audio and motion. Our model
shows strong performances on the fidelity of the synthesized image by the low
FID scores, while other baselines fail to generate high fidelity images on some
speakers. Our model is more robust to lip motion syncing, leading to lower aver-
aged LMD scores. Our model is more accurate keep the speaker identity in the
synthesized image, which leads to a high score of CSIM.

"Today, we are introducing our talking face method of ..."

Fig. 4. End to end video generation results. From bottom to top row are speech text,
speech audio, generation keypoint, and the final video sequence.

Ablation Studies. We compare the contributions of different modules in the abla-
tion studies, the primary modules described in Sect. 3. We conduct the experi-
ments on the dataset of VoxCeleb2. As shown in Fig. 3, we visualize the result
of each module compared with the full model.

From the results shown in Fig. 3, we can see the synthesized frames without
a shallow diffusion mechanism in the fourth column, the motion of the face
has a bigger distance from the groundtruth. We attribute this to the shallow
diffusion model, the diffusion-based module could synthesize the target image
more robustly, which could stabilize the generation and could lead to a faster
convergence during training. Another case we found in the ablation studies is
the pose motion generation module affects the lip part of the face in the second
column. Without the pose motion generation module, the synthesized image
could not control the mouth for the speech content.
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Video Results. Further, we show the results based on our generated motion to
the video frames in Fig. 4. The video can be generated end to end by inputting a
speech and an image. We can apply the method to the arbitrary input image in
the wild, it can generate any identity. It can be used for the recording of video
presentations.

5 Conclusion

In this work, we propose an approach based on a shallow diffusion mechanism
that synchronizes faces with speech content through rhythmic movements of
the head. We solve the non-deterministic mapping problem by decomposing
the difficult task into complementary parts. Given input speech audio, pose
motion generation generates different pose patterns sequentially through condi-
tional sampling, while rhythmic motion generation simultaneously enriches each
pose pattern dynamically with audio-conditioned rhythms to achieve sponta-
neous movements. Our model generates highly diverse and visually plausible
face images in a shallow diffusion mode, from the prediction time step to con-
ducting the reverse process of diffusion.
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