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Abstract
Although modern localization methods have achieved remarkable
accuracy with various sensors, there are still some circumstances
where only proprioceptive sensingworks (Inertial Navigation). How-
ever, localization and navigation using only IMU sensors (costing
less than $1000) still face significant challenges such as low ac-
curacy and large cumulative errors when using traditional filter
methods. Furthermore, AI-based approaches, while promising, of-
ten yield unpredictable and unreliable outputs.This paper proposes
FormerReckoning, an inertial localization estimation framework
forwheeled robotics that incorporates physical prompts into a Trans-
former framework to enhance translation estimation accuracy. Our
tests show that FormerReckoning not only reduces mean transla-
tion errors to 0.72% but also surpasses all baseline models in perfor-
mance, demonstrating its potential to provide reliable and precise
localization in a cost-effective manner.

CCS Concepts
• Networks → Physical links; • Computer systems organiza-
tion → Embedded and cyber-physical systems; Sensors and
actuators.
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1 Introduction
Within the realm of embodied intelligence, mobile intelligent sys-
tems encompass a range of entities, including unmanned aerial
vehicles (UAVs) [1–3], autonomous ground vehicles [4], robotic
arms [5], and service robots [6]. These emerging entities leverage
AI algorithms to effectively interact with humans, requiring pre-
cise motion and control. Accurately estimating the agent’s motion
and localization is crucial for achieving precise interactions and is
considered a vital piece of information for perceiving the external
environment [7, 8]. Put simply, intelligent agents need to be aware
of their spatial position within the environment.

While modern localization methods such as vision [9, 10], Li-
DAR [11], GNSS [12], and UWB [13] can provide highly accurate
localization, they heavily rely on external environmental factors or
infrastructure, making them vulnerable to failure in certain emer-
gency scenarios. For instance, when detectable visual features are
absent or there are RF disconnections, IMU-based proprioceptive
sensing, also known asDead-Reckoning, can offer more accurate
localization for the system [14].

The traditional approach to implementing inertial navigation
involves utilizing control theory methods such as the Extended
Kalman Filter (EKF) [15] and theUnscented Kalman Filter(UKF) [16]
for filtering and noise reduction, which complywith physical laws [17],
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Figure 1: Without physical knowledge (Benchmark: CTIN),
its outputs are susceptible to unreliable neural network in-
ferences, while physical knowledge boosts our localization
accuracy.

as is shown in Figure 2(b). This approach offers the advantage of
lower computational requirements and real-time on-board opera-
tion. However, due to biases, drifts, and degradation of IMU [18–
20], its data provides low accuracy and large accumulated errors,
typically usedwith othermodalities, such as vision and Lidar. Solely
depending on IMU, it often fails to achieve reliable navigation due
to the accumulation of errors [21, 22].

To address the issue of cumulative errors, some AI-based meth-
ods have been proposed to adjust certain parameters in the Kalman
Filter, such as system andmeasurement noise covariance. Brossard
et.al [21] initially incorporated two pseudo-variables predicted by
aCNN into an Invariant EKF (IEKF). However, these pseudo-variables
are only valid assuming that lateral and vertical velocities are zero.
Alternatively, some approaches directly replace Kalman Filter with
end-to-end learning [14, 23]. By leveraging learned noise distribu-
tions, these methods have successfully improved localization per-
formance. Nevertheless, as is shown in Figure 1 and 2(a), the heavy
reliance on purely black-box methods makes the results leading to
unexpected outputs [1, 24–26].

The primary objective of this paper is to calibrate the local-
ization result in a Dead-Reckoning system considering cumulative
errors resulting from drifts and degradation, while ensuring rea-
sonable and consistent outputs. To tackle this issue, the first chal-
lenge (C1) lies in the hard-to-model noisy and degraded IMU sen-
sor data. The second challenge (C2) involves maintaining the lo-
calization output compliant with the kino dynamics and physical
reality using neural networks.

To address these concerns, this paper introduces a novel Dead-
Reckoning framework, called FormerReckoning, to accurately esti-
mate the motion and localization of smart ground vehicles. First, a
carefully designed Transformer [27] model is used to better model
the noisy and degraded data with its non-linear modeling, spatial-
temporal, and feature extraction ability. Second, a Kalman Filter is

embedded into the framework to provide physical constraints, as
is shown in Figure 2(c). The main contributions of this paper can
be summarized as follows:

• A new FormerReckoning framework incorporating spatial-
temporal constraints for the noisy and degraded IMU data.

• A Transformer model integrated with a Kalman Filter to
calibrate the estimation of localization using IMU sensor
data, with the advantage of enhancing localization accuracy
while maintaining physical law consistency.

• Verification of superior calibration results on datasets com-
pared to other methods.

The rest of this paper is organized as follows: Section 2 intro-
duces problem definitions. Section 3 describes the framework de-
sign. Section 4 represents experimental results and evaluation. In
the last, Section 5 concludes this paper.

2 Problem Definitions
In this section, we aim to provide a comprehensive background
definition of IMU modeling. Firstly, we present the dynamic for-
mulation of an IMU, which encompasses the fundamental princi-
ples governing its behavior. Subsequently, we delve into the defi-
nition of the physical prompts, tailored specifically to account for
the unique motion characteristics exhibited by car-like vehicles.

2.1 IMU-based Dynamics
The IMU can provide the measurement of angular velocity𝝎I ∈ R3

and acceleration rate aI ∈ R3 of the agent’s motion with noise and
bias as follows,

𝝎I = 𝝎 + n𝝎I ,

aI = a + naI ,
(1)

where 𝝎 and a are actual motion information, and n𝝎I and naI are
the sums of noise and bias of IMU angular velocity and acceleration
rate that need to be eliminated. Here, we assume that the IMU is
rigidly fixed on agents and their frames are aligned. So we use IMU
motions to represent agent motion. The kinematic model at time
step 𝑛 + 1 can be described as

R𝑛+1 = R𝑛𝑒𝑥𝑝 ((𝝎𝑛𝑑𝑡)×),
v𝑛+1 = v𝑛 + (R𝑛a𝑛 + g)𝑑𝑡,
p𝑛+1 = p𝑛 + v𝑛𝑑𝑡,

(2)

where 𝑑𝑡 denotes the interval of two sampling instants, g is the ac-
celeration of gravity, R𝑛 ∈ 𝑆𝑂 (3) (Special Orthogonal Group [28])
is the 3 × 3 rotation matrix of the IMU orientation, i.e. that maps
the IMU frame to the world frame. v𝑛 ∈ R3 and p𝑛 ∈ R3 represent
IMU velocity and position in the world frame. The symbol (·)×
represents the skew-symmetric matrix associated with the cross
product.

2.2 Problem Modelling
Based on the IMU-based Dynamics, in the rest of the paper, we
tackle the following problem: IMU Dead-Reckoning Problem.
Given an initial known configuration (R0, v0, p0), perform in real-
time IMU dead-reckoning, i.e. estimate the IMU and car variables
at time step 𝑛 + 1

x𝑛+1 :=
[
v𝑛+1, p𝑛+1

]
. (3)
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Figure 2: The difference of three frameworks on Dead-Reckoning. (a) A typical deep learning model whose performance has
a close correlation with data. (b) An overview of an IEKF for denoising and estimating, constrained by physical laws. (c) Our
framework: physics-inspired deep learning, combining the advantages of pure physics-based and pure data-driven methods.

Note that the estimation use the inertial measurements 𝝎𝑛
I and a𝑛I .

3 Methodology
3.1 System Overview
The proposed physics-inspired Transformer is shown in Figure 3,
which incorporates physical quantities into the Transformer frame-
work as prompts to achieve more accurate translation estimation.
Our main insight is that the Transformer [29, 30] architecture with
carefully designed self-attention mechanism and training frame-
work incorporating physical prompts into the Transformer’s in-
puts and the inputted Kalman filter result serves as the constraint
of the Transformer model learning to stabilize the outputs.

3.2 FormerReckoning Design
Physical Prompts. i) The first prompt comprises the calibrated
values of acceleration and angular velocity by the Kalman Filter
of acceleration a𝑛+1K and angular velocity 𝝎𝑛+1

K at the predicted
time 𝑛 + 1. In our scenario, when predicting x𝑛+1, we have already
acquired information from the current time step, such as a𝑛+1I and
𝝎𝑛+1
I , albeit with potential errors due tomeasurement inaccuracies.

In traditional Transformer models, the use of Masked Multi-Head
Attention obscures this portion of information, sowe use these two
extra pieces of physical information as input prompts. For the first
physical information, we employ the Kalman filtering algorithm to
obtain better estimates of the quantities at the predicted time. The
values a𝑛+1K and 𝝎𝑛+1

K serve as inputs for the temporal decoder. ii)
The second prompt is the covarianceN𝑛+1 that we set for the veloc-
ity values in the lateral (↔) and vertical (↕) direction of the IMU.
We calculate N𝑛+1 as the physics prompt considering that in the
real system, the covariance of the velocity in the lateral and verti-
cal direction is dynamically changing. For instance, when turning,
the covariance in the lateral direction is much greater than that in
the straight line. In the wheeled agent frame, the lateral and ver-
tical velocities are roughly zero, so we generate N𝑛+1 according
to:

v𝑛+1 =

[
𝑣𝑛+1↔
𝑣𝑛+1↕

]
+
[
𝑛𝑛+1↔
𝑛𝑛+1↕

]
, (4)

where v𝑛+1 is calculated followed by Equation 2 and the noises
n𝑛+1 = [𝑛𝑛+1↔ , 𝑛𝑛+1↕ ]⊤ are assumed centered and Gaussian with co-
variance matrix N𝑛+1 ∈ R2×2. 𝑣𝑛+1↔ ≈ 0 and 𝑣𝑛+1↕ ≈ 0 are the
velocities in the lateral and vertical direction, respectively. Thus,

the elements of N𝑛+1 are the pseudo-variables that we consider as
part of the input of the spatial decoder.

Data Streaming. To exploit temporal characteristics of IMU
samples, a slidingwindowwith size𝑚+2 is used to prepare datasets
at timestamp 𝑛 + 1, denoted by x𝑛+10:𝑚+1 =

[
𝑥𝑛−𝑚, . . . , 𝑥𝑛+1

]
. That is,

we adopt this rolling mechanism to build the ground truth of ve-
locities and positions: v𝑛+10:𝑚+1 and p

𝑛+1
0:𝑚+1. Therefore, we can predict

velocities and positions from an input window of IMU measure-
ments, as shown in Equation 5.

[v̂𝑛+1, p̂𝑛+1]0:𝑚+1 = F𝜃 ([v̂𝑛, p̂𝑛]0:𝑚, [a𝑛+1K ,𝝎𝑛+1
K ]0:𝑚+1,N𝑛+1) .

(5)
Embedding. To prepare the IMU samples for input into the en-

coder and decoder, it is necessary to compute feature representa-
tions.We employ two types of embeddings: Spatial Embedding and
Temporal Embedding. Spatial Embedding involves utilizing a 1D
convolutional neural network [31] to learn spatial representations
from the IMU samples. Temporal Embedding leverages a 1-layer
LSTM [32] model to exploit the temporal information present in
the IMU samples. The LSTM layer learns to capture the dependen-
cies and patterns over time.

Temporal Encoder. The encoder maps an input sequence of
[a𝑛+1K ,𝝎𝑛+1

K ]0:𝑚+1 to a sequence of continuous representations. To
capture spatial knowledge of IMU samples at each timestamp, the
Temporal Encoder consists of multi-head attention blocks and a
feedforward network.

Spatial Decoder. Noting the physical relationship among N,
v, and p described in Equation 2, to fully capture the contextual
information among neighboring keys, we employ a self-attention
mechanism within the local region, as shown on the right of Fig-
ure 3. Specifically, we apply a 3 × 3 group convolution [33] over
all the neighboring keys to extract local contextual representations
for each key.

Velocity and Position. Finally, two MLP-based branch heads
regress velocity v̂𝑛+10:𝑚+1 and the position p̂𝑛+1𝑚+1. We utilized multi-
task learning [34] to model the output as two regression tasks con-
taining a time window, ensuring high performance and consistent
output. Inspired by [14], we derive a multi-task loss function by
maximizing the Gaussian likelihood with uncertainty. First, we de-
fine our likelihood as a Gaussian with mean given by the model
output as 𝑝𝑢 (𝑦 | F𝜃 (𝑥)) = N

(
F𝜃 (𝑥), 𝛿2

)
, where 𝛿 is an observa-

tion noise. Next, we derive the model’s minimization objective as
a Negative Log-Likelihood (NLL) of two model outputs v (velocity)
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Figure 3: FormerReckoning framework overview.
and p (position):

L
(
F𝜃 , 𝛿v, 𝛿p

)
= −

(
log

(
N

(
v𝑛+10:𝑚+1;F𝜃 (𝑥), 𝛿

2
v

))
+ log

(
N

(
p𝑛+10:𝑚+1;F𝜃 (𝑥), 𝛿

2
p

)))
∝ 1

2𝛿2v

v𝑛+10:𝑚+1 − v̂𝑛+10:𝑚+1
2 + log𝛿v︸                                    ︷︷                                    ︸

Velocity

+ 1

2𝛿2p

p𝑛+10:𝑚+1 − p̂𝑛+10:𝑚+1
2 + log𝛿p︸                                    ︷︷                                    ︸

Position

=
1

2𝛿2v
Lv +

1

2𝛿2p
Lp + log𝛿v𝛿p .

(6)
Themean square error (MSE) loss functions are denoted byLv and
Lp respectively.

4 Evaluation
This section aims to assess the performance of FormerReckoning
and compare it with three alternative methods. In addition to the
comparative analysis, we also conducted an ablation experiment to
gain deeper insights into the contribution of the physical prompts
efficiency to the overall performance of FormerReckoning.

4.1 Experiments Settings
For the training and testing of FormerReckoning in this paper, we
choose PyTorch with version 2.0.1 and Python 3.9.16 as the frame-
work to implement all algorithms. To be consistent with the base-
lines’ experimental settings, we conduct training and testing on a
server with NVIDIA RTX A6000 GPU, Intel Xeon(R) Gold 6242R
CPU @ 3.10GHz × 80, and 880GB RAM.

4.2 Evaluation Metrics and Baselines
To assess the system’s performance, we consider three metrics that
capture the quality of localization estimation:

• Relative Translation Error (𝐸𝑡 ):measures the average rel-
ative translation incremental error for different sub-sequences
of distance, expressed as a percentage of the total driving
distance. It quantifies the accuracy of translation estimation.

• Relative Rotation Error (𝐸𝑟 ): calculates the average rel-
ative rotation incremental error for sub-sequences of dis-
tance, represented in degrees per meter. It evaluates the ac-
curacy of rotation estimation.

• Root Mean Squared Error (𝑅𝑀𝑆𝐸): represents the aver-
age translation error, evaluating the absolute accuracy of
the translation.

For comparative analysis, we benchmark FormerReckoning against
three other methods:

• KF: The KF method adopts a fundamental dead-reckoning
approach by integrating the acceleration rates and angular
velocities obtained from the Kalman Filter. This technique
leverages the principles of state estimation to predict the
position and orientation.

• AI-IMU [21]:AI-IMUpresents an original calibrationmethod
for IMU navigation. This approach combines CNN with the
Invariant ExtendedKalman Filter, resulting in improved dead-
reckoning accuracy compared to traditional methods.

• CTIN [14]: CTIN introduces a novel approach for recover-
ing 2-dimensional velocity from IMU measurements. This
method employs a contextual Attention-basedmodel, which
utilizes a Transformer model to consider both temporal and
spatial features.

4.3 Performance Results
We evaluate FormerReckoning(FR), along with three baselines, on
the KITTI [35] dataset to compare their localization performances.
In the testing process, we utilize theDead-Reckoningmethodswith
raw IMU data, including angular velocity 𝝎𝐼 and acceleration rate
aI, as input. The methods output the position and velocity of the
vehicle along the trajectories.

In Table 1, we present the evaluation results of the methods on
several sequences. The dead-reckoning method relying on KF ex-
hibits large errors and produces inaccurate localization results.The
results of AI-IMU show smaller errors while the vehicle is in mo-
tion, with the metrics being almost a dozen times lower than those
of KF.Moreover, the contextual Attention-basedmethodCTIN achieves
smaller average errors. Notably, ourmethod FR consistently achieves
lower errors than the other three methods. These findings affirm
that our method provides more accurate localization capabilities.

4.4 Ablation Study
To evaluate the effectiveness of the physical prompts, we compare
the performance of four methods: FormerReckoning (FR) without
the physical prompts, KF, AI-IMU, and CTIN.
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Table 1: The relative translation errors 𝐸𝑡 and relative rotation errors 𝐸𝑟 which are tested on six KITTI datasets

2*Test Seq. 2*Distance 2*Duration KF AI-IMU CTIN Ours
𝐸𝑡 (%) 𝐸𝑟 (%) 𝐸𝑡 (%) 𝐸𝑟 (%) 𝐸𝑡 (%) 𝐸𝑟 (%) 𝐸𝑡 (%) 𝐸𝑟 (%)

Seq1 0.4 27 6.79 0.26 0.35 0.08 0.36 0.10 0.31 0.06
Seq2 1.2 110 13.44 0.32 0.97 0.20 0.91 0.23 0.77 0.17
Seq3 0.7 110 19.93 0.59 0.84 0.32 0.87 0.27 0.66 0.23
Seq4 3.2 407 15.59 0.71 1.48 0.32 1.31 0.36 1.11 0.29
Seq5 1.7 159 29.45 0.63 0.80 0.22 0.71 0.19 0.65 0.19
Seq6 0.9 120 11.49 0.43 0.98 0.23 0.93 0.17 0.80 0.16

Total score 16.12 0.49 1.10 0.23 1.02 0.22 0.72 0.18

Figure 4: The 𝑅𝑀𝑆𝐸 with and without physical prompts
on different KITTI dataset sequences. FormerReckoning al-
ways has the best accuracy, but without physical prompts, it
degrades.

Table 2: Parameter Scale and Training Costs

Method № of Parameters
(
1 × 105

)
GPU time(ms)

AI-IMU 0.84 13.26
CTIN 5.57 74.50
OURS 4.39 56.23

As is shown in Figure 4, FR without the physical prompts con-
sistently exhibits lower 𝑅𝑀𝑆𝐸 compared to KF. This suggests that
even without the physical prompts, FormerReckoning’s underly-
ing Transformer-likemodel shows promising performance in dead-
reckoning estimation. However, its accuracy falls short when com-
pared to AI-IMU. Without physical constraints, the model cannot
stabilize its output, leading to suboptimal results. In contrast, the
complete FR, incorporating physical prompts, achieves the lowest
𝑅𝑀𝑆𝐸 among all the methods. This result highlights the signifi-
cant enhancement in dead-reckoning accuracy: by incorporating
the physical constraints and prior knowledge into the model, the
complete FR achieves superior performance in estimating the sys-
tem’s trajectory.

In Figure 5, the results illustrate the contributions of two parts of
the physical prompts separately. It proves that the proposed Trans-
former with the aided a𝑛+1K ,𝝎𝑛+1

K andN𝑛+1 boosts the performance
of FR.

Figure 5: The 𝑅𝑀𝑆𝐸 with and without a𝑛+1K ,𝝎𝑛+1
K and N𝑛+1

on different dataset sequences. The results show that both
the outputs from the Kalman Filter and variance N𝑛+1 con-
tribute to the estimation improvement.

4.5 Computational Consumption
It is illustrated in Table 2 that, our FormerReckong framework
achieves better computational efficiencywith fewer parameter num-
bers thanCTIN. Considering the localization performance, induced
physical prompts provide more reliability with less computation
effort.

5 Conclusion
This paper introduces FormerReckoning, a framework using a physics-
inspired Transformer for accurate IMU-based estimation of agent
translation and rotation, achieving a translation error of only 0.72%.
Future work will adapt and expand FormerReckoning to enhance
Dead-Reckoning across diverse autonomous systems in robotics,
transportation, and surveillance.
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