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Abstract—As object detectors are increasingly deployed as black-box
cloud services or pre-trained models with restricted access to the original
training data, the challenge of zero-shot object-level out-of-distribution
(OOD) detection arises. This task becomes crucial in ensuring the
reliability of detectors in open-world settings. While existing methods
have demonstrated success in image-level OOD detection using pre-
trained vision-language models like CLIP, directly applying such models
to object-level OOD detection presents challenges due to the loss of con-
textual information and reliance on image-level alignment. To tackle these
challenges, we introduce a new method that leverages visual prompts and
text-augmented in-distribution (ID) space construction to adapt CLIP
for zero-shot object-level OOD detection. Our method preserves critical
contextual information and improves the ability to differentiate between
ID and OOD objects, achieving competitive performance across different
benchmarks.

Index Terms—Zero-shot object-level OOD detection, visual prompt,
vision-language representations.

I. INTRODUCTION

As object detection models are being more frequently used in
practical applications [1]-[3], ensuring their robustness in open-
world scenarios is crucial. In such environments, models frequently
encounter inputs not belonging to the training distribution, referred to
as out-of-distribution (OOD) samples. In contrast, in-distribution (ID)
samples refer to those on which the model has been trained. When
deep neural networks encounter OOD samples, they often fail silently,
leading to overconfident erroneous predictions [4]-[9]. This failure
to correctly identify OOD samples can have severe consequences,
such as misclassification and overconfidence in predictions. In safety-
critical tasks like autonomous driving, where undetected OOD objects
can cause accidents, these consequences can be particularly risky
[10]-[12]. Therefore, the emergence of object-level OOD detection,
which focuses on identifying anomalous objects at a granular level,
is a crucial and rapidly evolving research area.

In object-level OOD detection, prior works [13]-[15] often require
integrating additional modules into the training process of detectors,
leveraging the model’s inherent uncertainty. These approaches typi-
cally necessitate supervised training and the inclusion of extra com-
ponents, such as uncertainty estimation heads, to identify potential
OOD objects. Additionally, the SAFE method [16] avoids retraining
the object detector. Instead, SAFE manullay extracts features from the
pre-trained object detector and trains a separate MLP to identify OOD
objects, reducing the need to modify the original detection pipeline
and offering a more efficient and flexible alternative. Estimation-
based methods [17]-[20], on the other hand, focus on identifying
outliers through techniques like distance metrics or contrastive learn-
ing, directly learning from the training data.
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Fig. 1. Framework of (a) the naive CLIP-based method and (b) the proposed
VisTa approach. In (a), zero-shot CLIP-based OOD detection is directly
adapted for object-level OOD detection using cropping. In (b), we emphasize
the two key components of our VisTa method.

Despite their effectiveness, these methods are constrained by their
dependence on ID data and often require retraining or adding new
training phases. Furthermore, many pre-trained models, like those
offered by Hugging Face Model Hub, are trained on proprietary or
large-scale datasets that are not publicly available. This limitation
makes it difficult for practitioners to fully leverage these models
with traditional OOD detection techniques, as they need access to
the original training data.

To address these issues and make OOD detection more accessible,
the zero-shot detection paradigm is a promising solution. Utilizing
publicly available pre-trained models eliminates the need for ID-
specific training data, providing a practical alternative for those
with limited resources. Recently, the advent of pre-trained vision-
language models (VLMs), such as CLIP [21], ALIGN [22], BLIP
[23], and InternVL [24], has opened new avenues for OOD detection.
Previous work [25]-[27] have focused on zero-shot OOD detection
within image classification, mainly using CLIP as a general classifier.
This study concentrates on zero-shot object-level OOD detection. As
shown in Fig. 1(a), while the performance on image-level tasks is
excellent, directly applying it in object-level tasks with the help of
techniques like cropping has a poor performance due to significant
loss of contextual information.

Given these challenges, as shown in Fig. 1(b), our proposed ap-
proach offers a novel zero-shot solution that leverages visual prompts
to adapt CLIP for object-level OOD detection, eliminating the need
for retraining or additional modules. Our prompting mechanism
guides the model to emphasizes features at the object level while
preserving essential contextual information lost during cropping,
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Fig. 2. Overview of VisTa. The ID embedding space C is built with CLIP’s text encoder and augmented prompts. Image embeddings from contextual visual
prompts are compared to C to compute similarity scores, which are used to calculate uncertainty and distinguish between ID and OOD samples.

allowing CLIP to transfer its pre-trained knowledge more effectively.
Additionally, we introduce a text-augmented strategy to enhance the
construction of the ID embedding space, aligning textual information
with the visual prompts to expand the representative capacity of
the ID space. This enriched embedding space enables more accurate
differentiation between ID and OOD objects, significantly improving
detection performance.

Our contributions are as follows:

o We propose a visual prompt-based method that effectively
adapts CLIP for object-level OOD detection, preserving crucial
contextual information and capturing features more accurately.
We introduce a text-augmented approach that enhances the ID
embedding space, aligning it with the visual prompts to improve
the model’s ability to differentiate between ID and OOD objects.
« We conduct extensive experiments demonstrating that our zero-

shot approach achieves strong performance, surpassing existing

methods on multiple object-level OOD detection benchmarks.

II. METHOD
A. Overview

This work introduces a novel approach to enhance object-level
OOD detection by adapting the CLIP model, which is traditionally
used for image-level tasks. The key challenge in applying CLIP
to object-level tasks is the loss of contextual information when
focusing on individual objects. We propose two main components
to address this: context-aware visual prompts and text-augmented
ID space construction. The visual prompts guide CLIP to preserve
contextual information better, improving its ability to detect OOD
samples at the object level. Additionally, the text-augmented approach
enhances the construction of the ID embedding space, expanding its
representational capacity to align with the applied visual prompts.
Together, these components enable a robust, zero-shot approach to
object-level OOD detection, leveraging the strengths of multimodal
representations and providing a reliable solution to the challenge of
OOD detection.

The pipeline of our proposed approach is shown in Fig. 2 and can
be outlined as follows: (1) We first construct the ID embedding space
C by encoding the K ID class labels YVin = {y:, i =1, 2, 3, ..., K}
using CLIP’s text encoder, enhanced with augmented prompts to
improve its expressiveness; (2) Next, consider an image x along with
its corresponding bounding box b, we generate image embeddings
using contextual visual prompts, ensuring that crucial contextual

information is preserved; (3) Finally, these image embeddings are
compared with the text-augmented ID embedding space to compute
the similarity score, which is then used to calculate the final uncer-
tainty score, distinguishing between ID and OOD samples:

G(z,b) = {i“’

out,

if Elo(z,b) | C] <~

. M
if E[o(z,b) | C] >~

where o (z, b) represents the extracted feature, E[o(z, ) | C] denotes
the uncertainty score, and G(z, b) is the predicted outcome for OOD
detection. The threshold ~ is determined based on the distribution of
ID data, ensuring that the majority (e.g., 95%) of the ID data can be
correctly distinguished from OOD data.

B. Contextual Visual Prompt

Our approach to object-level OOD detection begins by introducing
carefully designed visual prompts. These prompts are layered on top
of a fixed cropping operation that isolates the object of interest.
The cropping step is consistently applied to all inputs, providing
a uniform basis upon which additional visual prompts are added.
The visual prompts are crucial for enhancing the model’s ability
to retain and leverage essential context, addressing the loss of
such information when applying CLIP to object-level tasks. Each
visual prompt emphasizes different aspects of the object and its
surroundings, ultimately enriching the resulting visual features.

For example, the blur outside prompt focuses on the object by
blurring the background, ensuring that the model concentrates on
the object itself. The blur inside prompt blurs the details within the
object while keeping the background clear, subtly highlighting the
object’s immediate environment. Additionally, drawing a distinctive
color (e.g., red) around the bounding box creates a visual boundary
that explicitly defines the object, enhancing the model’s ability to
differentiate between the object and its surrounding context.

Given an image x and its bounding box b, each visual prompt
@4 (+) generates specific visual features via the CLIP image encoder
Z(+), denoted as:

20 = T(9} (2,)) @

This formulation captures various aspects of the object’s context

and appearance. Then, these features are combined through element-
wise addition to form a comprehensive visual representation:

Z:ZZP/HZZPH

3)
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TABLE I
COMPARISON WITH OTHER COMPETITIVE OOD DETECTION METHODS. THE COMPARISON METRICS ARE FPR95 AND AUROC, WHERE 1 AND |
DENOTE PREFERRED DIRECTIONS. ALL RESULTS ARE PRESENTED IN PERCENTAGES, WITH BOLD NUMBERS INDICATING SUPERIOR RESULTS.

ID dataset BDD-100K PASCAL-VOC
OOD dataset Openlmages MSCOCO Openlmages MSCOCO
Detection method FPR95 | AUROC 1 FPRY95 | AUROC 1 FPR95S | AUROC 1t FPRY95 | AUROC 1
MSP [28] 79.04 77.38 80.94 75.87 73.13 81.91 70.99 83.45
ODIN [29] 58.92 76.61 62.85 74.40 63.14 82.59 59.82 82.20
Energy score [30] 54.97 79.60 60.06 77.48 58.69 82.98 56.89 83.69
Gram matrices [31] 71.55 59.38 60.93 74.93 67.42 77.62 62.75 79.88
Generalized ODIN [32] 50.17 87.18 57.27 85.22 70.28 79.23 59.57 83.12
Mahalanobis [17] 60.16 86.88 57.66 84.92 96.27 57.42 96.46 59.25
Vim [18] 53.80 86.49 54.58 87.17 88.40 68.73 83.47 71.94
KNN [19] 44.50 88.37 47.28 87.45 55.73 85.08 54.50 86.07
CSI [20] 37.06 87.99 47.10 84.09 57.41 82.95 59.91 81.83
MCM [25] 92.22 57.05 95.56 55.82 71.52 81.45 62.47 83.15
SIREN [13] 37.19 87.87 39.54 88.37 49.12 87.21 54.23 86.89
VOS [14] 35.61 88.46 44.13 86.92 50.79 85.42 47.29 88.35
TIB [15] 24.00 92.54 36.85 88.47 47.19 88.09 41.55 90.36
SAFE [16] 13.98 95.97 21.69 93.91 17.69 94.38 36.32 87.03
VisTa (Ours) 8.68 97.76 15.27 93.92 9.49 97.91 25.74 94.47
where n is the number of visual prompts and || - || denotes L2-norm. TABLE 11
The integrated representation offers a holistic view of the object, IMPACT OF OUR CONTEXTUAL VISUAL PROMPT (VP) AND
encompassing fine-grained details and overall structure. TEXT-AUGMENTED ID SPACE CONSTRUCTION (TA).
. Modul Openl /MSCOCO
C. Text-Augmented ID Space Construction ID dataset odule pentmages
TA VP FPRY5 | AUROC 1
i h lexi ich i he visual
Given t e comp exity and richness mt:oduced by the v1,s’u‘f1 i i 64127 6916 7201/ 7183
prompts, a simple textual description like “a photo of {label}” is v ) 60.12 / 63.18 7529 / 7437
insufficient to represent the diversity of the ID space fully. To address BDD-100k - v 234273096 91.90/90.37
this limitation, we propose a text-augmented approach to constructing v v 8.68 /15.27  97.76 / 93.92
the ID embedding space C. - - 46.80/5554 88.23/76.59
This approach enhances CLIP’s text encoder by introducing text VOC v - 3897/51.37 91.78/88.92
prompts aligned with the visual prompts applied earlier. For instance, ) v 207673031 92.01/91.17
. . v v 949 /2574 9791/ 94.47
to complement the blur outside visual prompt, we use a text prompt
like “A photo of {label} with a blurred background” ensuring that s o '
the textual embedding accurately reflects the visual emphasis on the — [Z[-TZ;7" This similarity represents the degree of matching between

object within its context. Similarly, the blur inside prompt is paired
with a text prompt such as “A photo of {label} with blurred details”
to capture the nuanced focus on the object’s environment.

By aligning these text prompts with the visual cues, we enrich the
ID space C with a more expressive and contextually relevant set of
embeddings. Specifically, C is constructed as:

ti = ¢ (i), 4)

Li=3 T/ 3 TED, )
p=1 p=1

C={Liie{l,2,.,K}} 6)

where ¢%.(+) is the p-th prompt operation, ¢¥ is the p-th text prompt
of label y;, T (-) is the CLIP text encoder, n is the number of visual
prompts, £; is the augmented text embedding of label y; and K is the
number of ID classes. This enhanced ID space becomes crucial for
accurately distinguishing between ID and OOD samples, allowing the
model to understand better and interpret the contextual relationships
inherent in the data.

D. Uncertainty Estimation

With the visual representation Z and the enriched ID space C
constructed, we compute the similarity score between them: S; =

the object and the ID label. Then, we compute the uncertainty score:

K
Elo(z,b) | C] = —log » e (7
=1

where 7 is a temperature parameter. The final uncertainty score is
then used to differentiate between ID and OOD samples as in (1).

III. EXPERIMENTS
A. Experimental setup

Datasets. We perform object detection tasks using the predefined
ID/OOD splits outlined in [14]. The two ID datasets are derived from
the widely used PASCAL-VOC [33] and BDD-100K [34] datasets.
For the OOD datasets, we provide subsets of the MS-COCO [35]
and Openlmages [36] datasets, ensuring that classes present in the
custom ID datasets are excluded.

Evaluation metrics. Following [14], we adopt two key metrics:
FPR95 and AUROC. VisTa serves as a supplementary component
to an already trained object detection network and does not influence
the base model’s performance regarding the mean average precision
(mAP) metric; therefore, we do not include mAP in our reporting as
done in [14].

Implementation details. We implement the Faster-RCNN detector
with ResNet-50 using the Detectron2 library [37] and employ CLIP
(ViT-B/16 [38]) as the VLM. For the visual prompts, we adopt crop,
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TABLE III
IMPACT OF DIFFERENT CLIP BACKBONE. (CROP ONLY)

Backbone RNSO0 RN101 VIT-B/32 VIT-B/16  VIT-L/14
FPRY95 52.34 50.23 48.31 46.80 46.59
AUROC 84.97 85.79 87.19 88.23 88.37
Runtime(ms) 86.7 154.2 91.3 223.7 866.9
1D 00D
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Fig. 3. Impact of different temperature parameter 7.

blur inside, blur outside, and box. We configured the Gaussian blur
with a standard deviation of 2 and chose red for the box color.

B. Main Results

As shown in Table I, our proposed zero-shot CLIP-based approach,
VisTa, demonstrates advantages over previous methods. Notably, on
the autonomous driving dataset BDD-100K, VisTa greatly enhances
the identification of OOD objects. In tests on the OOD dataset
Openlmages, VisTa achieves an FPR95 of 8.68%, a 5.30% reduction
compared to the previously best-performing method, SAFE. On the
OOD dataset MSCOCO, VisTa achieves an FPR95 of 15.27%,
improving by 6.42% compared to SAFE. When VOC serves as the
ID dataset and Openlmages as the OOD dataset, VisTa performs the
best, achieving an FPR95 of 9.49%, which is an improvement of
8.20% compared to SAFE. On the OOD dataset MSCOCO, VisTa
achieves an FPR95 of 25.74%, improving by 10.58% compared to
SAFE. These results highlight VisTa’s robustness and strong OOD
detection capabilities in both zero-shot and non-zero-shot scenarios.

C. Analysis

Impact of visual prompt and text-augmented ID space. Table II
illustrates the impact of visual prompt and text-augmented ID space
construction on OOD detection performance. The results show that
while visual prompts alone significantly improve detection accuracy,
adding the text-augmented ID space without corresponding visual
prompts offers minimal performance gains. This minimal gain is be-
cause the textual enhancements are designed to complement the visual
cues, and without the visual prompts, the model cannot fully leverage
the added semantic layer. Visual prompts are essential for preserving
contextual information, which is crucial for distinguishing objects
at the local level. Combined with the text-augmented ID space,
which adds a complementary semantic layer, the two components
synergistically improve feature representation, directly supporting our
goal of leveraging visual and textual cues for robust OOD detection.

Impact of different CLIP backbone. We evaluate ResNetS0,
ResNet101, ViT-B/32, ViT-B/16, and ViT-L/14 using VOC (ID) and
Openlmages (OOD) datasets with batch size 8. ResNet50 is fastest
but provides weaker features, while ResNet101 improves performance
at higher cost. ViT-B/32 balances performance and efficiency, and
ViT-B/16 further enhances performance with increased computation.
ViT-L/14 achieves the best results but with marginal gains over ViT-
B/16 and significantly higher costs. ViT-B/16 is optimal, balancing
performance and efficiency, while ViT-L/14 highlights the trade-off
between performance and cost.

(D)Grayscale (A) Blur inside
(E)Colorful box (B) Blur outside

e
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(b) Qualitative results of different visual prompts.

Fig. 4. Impact of different visual prompts. We report average results. Text-
augmented ID space is constructed with corresponding visual prompts.

Impact of temperature parameter 7. Using BDD [34] as ID
and MSCOCO [35] as OOD datasets, we study the effect of 7 (0.1,
1, 10, 100) on ID-OOD separation. Fig. 3 shows that moderately
increasing 7 improves separation, but beyond a threshold, further
increases provide no benefit. This indicates 7 is most effective within
a moderate range, optimizing similarity computation without over-
smoothing.

Impact of different visual prompts. In our ablation study, we
evaluate three specific visual prompting techniques: (A) blur inside,
(B) blur outside, and (C) box, analyzed alongside a fixed cropping
operation to isolate the object of interest. Fig. 4(a) illustrates the
visual effects of these prompts, along with (D) grayscale, (E) colorful
box, and the standard (F) crop operation. Blur inside preserves the
surrounding context, while blur outside emphasizes the object by
softening its background. The colorful bounding box enhances visual
salience. Although we explore grayscale and colorful boxes, their
minimal impact on feature extraction and occasional performance
degradation leads us to exclude their data from the main bar chart.

The bar chart in Fig. 4(b) quantifies the primary visual prompts’
impact on OOD detection accuracy. Blur inside shows the most
improvement, likely due to VLMSs’ pre-training on “Bokeh”-style
datasets. Blur outside also performs well, while the colorful box
shows modest gains, reflecting its limited influence compared to blur
methods.

IV. CONCLUSION

We present an innovative zero-shot method for object-level OOD
detection that combines visual prompts with text-augmented ID space
construction. Our method enhances CLIP’s ability to preserve crucial
contextual information and enriches the ID embedding space with
aligned textual cues. This integration enables strong performance
across multiple benchmarks in a zero-shot setting. Experimental
results show that our approach consistently surpasses prior methods.
Furthermore, unlike existing methods that require retraining the
detector or adding new networks, our approach works directly with
pre-trained models, maintaining high ID accuracy while significantly
improving OOD detection without additional training.
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